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Abstract 
Long-term psychological stress can highly influence brain structure and functions. However, there are 
only few studies using electroencephalogram (EEG) that have examined this fact. The current study 
demonstrates a brain-computer interface (BCI) to classify EEG correlates of long-term mental stress in 
various mental states. The study was performed on 26 healthy right-handed university students and 
examination period was considered as a long-term mental stressor. Two groups of subjects were selected 
based on their stress levels evaluated by perceived stress scale (PSS-14). The subjects' EEG data were 
collected during eyes-open resting state and while they exposed to positive and negative emotional 
stimuli scored by self-assessment manikin questionnaire (SAM). Several types of features were extracted 
from EEG data including power spectrum density (PSD), laterality index (LI), correlation coefficient (CC), 
Canonical correlation analysis (CCA), magnitude square coherence estimation (MSCE), mutual 
information (MI), phase-slope index (PSI), Granger causality (GC) and directed transfer function (DTF). 
Subsequently, the extracted features were discriminated using several types of classifiers including k-
nearest neighbor (KNN), support vector machine (SVM) and naive Bayesian (NB) classifiers. The proposed 
BCI was validated by one leave out method and investigation was done in different time windows using 
low and high frequency resolutions, 7 and 36 frequency bands respectively. The results showed that 
proposed system can accurately recognize subjects' stress level in various mental states. Moreover, the 
MI as a functional and DTF as effective connectivity methods yield the highest classification accuracy 
compared to other feature extraction methods. 
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Introduction  
 
Modern life is full of deadlines, economic problems, work pressures and frustrations. These facts as 
sources of mental stress can drastically influence the human life if be overloaded or prolonged. Acute 
(short term) stress is usually not a risk factor for the health, in contrast, long-term stress can lead to 
serious mental and physical health problems [1,2]. In fact, screening of long-term mental stress is the first 
step toward its treatment. Therefore, implying a non-invasive method for this purpose is of importance. 
Physiological markers such as skin conductance (SC), electrocardiogram (ECG) and EEG can potentially be 
used for this purpose [3,4]. Alteration of heart beat extracted from ECG and changes in skin conductance 
are good indicators of stress level. Although, they do not directly address effect of stress on brain 
functioning and could not directly be used for intervention purpose (for instance in a neurofeedback 
system) [5]. Nevertheless, considering complexity of EEG signal, it may not be easy to recognize the stress 
level from EEG data. Therefore, it is very important to extract informative features from EEG which 
significantly correlate with stress level. In fact, the relationship between EEG and stress level could vary 
in different mental states. Hence, a good recognizer system should be able to identify the stress level in 
various mental states. In this research, impact of long-term stress on EEG signals is investigated in three 
emotional states and eyes-open resting state. 
In general, mental stress is defined as a feeling of strain in which a person’s perceives that a situation is 
stressful and demands exceed its ability to cope. Since, perceptual responses to stressors are subjective. 
Therefore, an instrument is required to measure ones' stress level. Vast majority of instruments use self-
report questionnaires for this purpose [6] and the Perceived Stress Scale (PSS) is one of them [7] . There 
are three versions of this questionnaire including 4, 10 and 14 items. The 14-item version is called PSS-14 
which measures non-specific perceived stress scale by addressing events experienced in the preceding 
month. It was designed to quantify how adults find their lives unpredictable, uncontrollable, and 
overloaded [5]. The questionnaire involves 14 questions which the range of response for each item is 
from 0 to 4, thus, total possible score in PSS-14 can be from 0 to 56 while a lower result is related to a 
lower stress level. The questionnaire has very easy and comprehensible questions and the response 
alternatives are simple to grasp [8]. In this study, the obtained result from PSS-14 shows mean and 
standard deviation equal to . Dealing with the problem as a two states problem, two hard 

threshold have been considered as 21 ( ) and 28 ( ). The subject with PSS-14 score lower 
than 21 are categorized as mild stress level (stress-free group) and those with scores higher than 28 are 
considered in concerning situation (stressed group). 
We hypothesized that long-term stress alter activity and behavior of the brain and these changes could 
be recognized in EEG signals. Therefore, EEG data were recorded by an eight-electrode system. Each 
electrode collects electrical activities of one region of the brain including frontal, central, parietal and 
occipital regions at left and right sides compared to vertex activity (Cz). EEG signals were gathered in 1 
min eyes-open resting state and 3 min while exposed to emotional stimuli (1 min each emotional state).  
Since, our investigation was performed in various mental states including emotional states, therefore, 
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power spectrum density (PSD) of signals and also hemispheric specialization which is a major 
neurophysiological marker of emotional states [9] were considered as a candidate features in our 
evaluation. It has been shown that the left hemisphere appears to be more involved in processing of 
positive emotions, while, the right hemisphere elaborates more in process of negative emotions [10,11]. 
Therefore, laterality index (LI) was also considered as a potential marker and it was compared with other 
feature extraction methods. Moreover, studies present the pattern of connectivity between different 
brain regions as a good indicator of emotional states [12,13,14]. Some of well-known methods of 
functional connectivity which are used in this study are correlation coefficient (CC), Canonical correlation 
Analysis (CCA), mean square magnitude square coherence estimation (MSCE), mutual information (MI). 
Phase-slope index (PSI), Granger causality (GC) and directed transfer function (DTF) are the other three 
methods which can estimate the direction of information flux in multivariate time series (effective 
connectivity). Afterward, SVM, KNN and Bayesian classifier were used to classify the data as accurate as 
possible. 
It has been shown that pattern of connectivity between brain regions is frequency specific [2], therefore, 
for three Fourier transform based methods, PSD, LI and MSCE, two different frequency resolutions, low 
(7 bands) and high (36 bands) were considered. Since the other methods work on time-domain, different 
frequency resolution cannot be defined for them. Beside different frequency resolutions, four different 
time windows of EEG data namely 1s, 2s, 8s, and 56s were compared. Subsequently, the best time window 
length and frequency resolution that lead to the highest accuracy in classification was highlighted as the 
best marker for stress identification from EEG signals.  
Since, the neurofeedback has successfully been applied for treatment of mental diseases such as anxiety 
[15], depression [16] and psychosomatic diseases (migraine, tension headache, and hyperpiesia) [17]. 
Therefore, a neuro-feedback system can potentially be designed based on outcome of this research and 
subsequently be used for intervention of long-term mental stress. The rest of the paper is organized as 
follows: Section 2 presents the experimental design and protocol. Sections 3 describes the methods which 
are proposed to solve the problem.  Representing the obtained results and comparing with each other 
are discussed in Section 5.  Finally, Section 5 concludes the proposed methods. 
 

Experimental Design 

Identification of long-term mental stress during resting and emotional states is performed based on EEG 
signals. The procedure of experimental design which contains selecting the stressor, subjects and protocol 
of data analysis are described in this section. 

The mental states in human are typically categorized to four classes based on their underlying time-line. 
First, attention which lasts for a fraction of second. Second, full blown emotions which usually last more 
than attention and persist for some seconds to minutes. Next type is known as mood which is usually 
assigned to a set of emotions which last for minutes to hours. The fourth set which typically is realized as 
mental disorder can show its signs during a long period such as a year to part of the life [18]. Long-term 
stress, as a response to psychosocial, physical and physiological problems, has effects on mood. 
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Considering the time length of long-term mental stress, it could be an underlying state for emotional 
states.  Therefore, any major changes in terms of long-term stress could be recognized in different 
emotional states. In this regard, our hypothesis related to recognition of long-term mental stress using 
EEG signal in various emotional states was framed. In fact, many studies have shown that emotional states 
can be recognized using a short period of EEG signals [19,20]  In addition, it is entirely accepted that the 
brain has some function networks which are active during the resting state. This fact was firstly discovered 
by Bharat Biswal in 1992. He showed that the brain, even during rest, contains information about its 
functional organization [21]. By this point of view, if the long-term mental stress influences the brain 
functions, its effects should also be observable in resting state [22].   Hence, the experiment was designed 
in a way to recognize the long-term mental stress in both resting and emotional states. 
Investigation of long-term stress effects requires subject to be exposed to a psychological stressor for a 
long period. In this study, the examination period was selected as a novel long-term psychological stressor 
and investigation was performed on a group of undergraduate university students. Encountering to the 
final exams can be really stressful for students especially those who are young and have little experience. 
In total 26 right hand student (6 female) in the age range of 18-30 were examined. The subjects stress 
level was measured by a self-report questionnaire (PSS-14) before EEG recording. 
 
Experimental protocol  
The experiment was started with two minutes resting state, one minute with closed eyes and one minute 
with open eyes and fixed to screen center. After resting states, four emotional stimuli were presented to 
the subjects, each for one minute in a counterbalanced and random order. After presenting each 
emotional stimulus, a self assessment Mankin questionnaire (SAM) was being answered by the subject to 
determine the level of perceived emotion. Figure.2 shows the experimental protocol. 

 
Figure 1. Experimental protocol to collect EEG data 

The EEG data were collected while the subject seated at a comfortable chair in a registration room and 
the experimental procedure was explained to him/her. The EEG was recorded using the BIMEC from 
Brain-marker BV. The BIMEC has 1 reference channels plus 8 EEG channels with a sampling rate of 250 
Hz. The impedance of the Ag/AgCl electrodes was kept below 10 kW. Considering the cerebral 
lateralization during the emotional perception [23], the EEG data was recorded using bilaterally attached 
electrodes (F3, F4, C3, C4, P3, P4, T7, T8). The10-20 system of electrode placement was implied whereby 
the Cz was applied as reference channel [24]. The EEG data were collected for a 6-min period of time that 
comprised of 1 min eyes-close condition, 1 min eyes-open condition, and 1 min for each emotional 
stimulus. The subject was exposed to 4 sets of different emotional stimuli. The visual stimuli were 
displayed on a 19 inch monitor position 1 m from the participant's eyes and the audio stimuli were played 
with speakers with constant output power. The 4 different set of emotional stimuli were presented 
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randomly and each set of stimulus was only presented once for every subject. A combination of picture 
and audio stimuli was used to elicit the emotional responses. The pictures were selected form IAPS [22] 
and audio stimuli were used from synthesized musical experts by Bernard Bouchard [25]. In fact, the 
perceived emotion may differ from a subject to another; therefore, SAM (Figure 1), was used to measure 
subject's emotional state. 

 
 
 
 

 
Figure 2. 2D Self assessment Manikin questionnaire [25] 

For simplification, four emotional states were defined based on their valence and arousal level. The 
positive and negative states at calm and exited levels were by boundary lines at score 4 and 6. The 
answers in border line (between 4 to 6) were eliminated due to ambiguous emotion which perceived. By 
eliminating the border-line regions, what remains can be easily divided into negative and positive valence 
at calm and excited level of arousal. However, according to subjects' answers to SAM questionnaire, 
arousal level of stimuli were not that discriminative. Therefore, our investigation in this paper was 
performed based on the EEG data labeled only by the valence level.   
 

Methodology  
This section describes the procedure of data collection and the analyses performed on the EEG data to 
differentiate the subjects with different stress level. Discrimination based on EEG signals, needs a good 
processing technique to be applied. Therefore, a notable feature must be extracted and a suitable 
classification method should be selected. Figure 3 shows the EEG data processing paradigm used in this 
study. 

 
 
 
 
 
 
 
 
 
 
 

Figure 3. Pipeline of EEG analysis 
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The mathematical notations used to denote the inputs, outputs, features, related variables and functions 
are given as follows: 

 Let denotes the multi-subject, multi-channel EEG data, where ns denotes the number of 
subjects and nt is the number of trials that each subject has passed and nc denotes the number of EEG 
channels. In total, EEG signal of ns =26 subjects at nc=8 locations were recorded with sampling rate of 250 
Hz.  Therefore, by recording EEG data for 60 seconds, np=15000 samples were recorded from each 
channel. Let  whereby  denotes the tth single-trial EEG data from 

the sth subject and , . Let  whereby  denotes a vector 

that represents the time series EEG from the ith channel,  whereby  denotes the 

nth sample. A simplified notation of  is used to denote  in remainder of this paper. 

 denotes the extracted features that are correlated to  whereby nv denotes the number 
of extracted features for a particular feature extraction method. Let whereby

,  where vk denotes the kth feature. 

Assigning an output class (stressful and stress-free) to each raw EEG signal needs a pipeline processing 
consists of 5 main steps consist of band selection, feature extraction, feature ranking, signal 
decomposition and classification methods. Some basic and well-known functions were used in this study 
such as, rectangular windowing, discrete Fourier transform, power spectral density, cross power spectral 
density and cross correlation. Each section is described completely with the mathematical notations of 
these functions. 

 
EEG signal decomposition 

One of the main factors in EEG signal analysis is artifact and noise removal. Many well-known artifacts 
such as breathing, heart rate and eye movement pollute the EEG signal, mostly in low frequencies. There 
are also other artifacts which will affect the high frequency bands such as electrical power line (50/60 Hz). 
Hence, selecting a working band which has the most information and least artifacts is very important. 
Here, a band of 4-40 Hz was chosen. Subsequently, analyses were performed using two types of bands 
decomposition.  
Band decomposition 
Each frequency band of brain electrical activity is thought to have correlation with specific brain functions. 
For instance, the alpha waves at occipital areas represent the visual cortex activities as well as they have 
active role in network coordination and communication [26]. Therefore, it is important to decompose 
EEG signal into some specific frequencies at the first step of EEG data processing. In this study, first, the 
EEG data were decomposed to trivial Quantitative EEG (QEEG) bands including theta (4-8), alpha1 (8-10 
Hz) and alpha2 (10-12 Hz), beta1 (12-16 Hz), beta2 (16-20 Hz), beta3 (20-30 Hz) and gamma1 (30-40 Hz). 
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Subsequently, another type of decomposition with high resolution characteristics (1 Hz) is implemented 
to have more accurate information about oscillations in different frequencies. It should be noticed that 
three out of seven feature extraction methods consider frequency-domain thus, different frequency 
decomposition can be taken into account.   
 
Time windowing 
  Alongside of different resolutions in frequency domain, to cope the BCI scopes which need high 
classification rate in minimum time period, different window sizes in time domain were also investigated. 
  Let , where , denotes a vector that represents the 

windowed time series EEG signal from the ith channel. Let  denotes the rectangular 
window function on  given as: 

 
 (1) 

 
where Nw denotes the number of windows that can be exist,  denotes the considered start point, and 

 denotes the nth sample of the windowed signal that is the ( )th sample of the ith channel of the EEG 
data. Four time windows including N=250, 500, 2000, 14000 standing for 1, 2, 8 and 56 seconds period of 
time were evaluated in this study. In each windowing process, the first and last 500 samples were not 
taken into account to avoid the effect of baseline.  
 
Feature Extraction  

There are numbers of techniques for features extraction from EEG signal [27,28,29,30,31,32]. Several 
methods such as event-related synchronization or desynchronization, event-related potentials, visual-
evoked potentials, and features from quantitative EEG [33, 34, 35, 36] have been evaluated. In this study 
PSD, LI and MSCE which are estimated by power spectrum density of signals as well as MI, GC, PSI and 
DTF as functional and effective connectivity estimation methods are implemented. In this section, the 
feature extraction methods are discussed briefly.   

Power Spectral Density 
 
Today, it has been proved that brain signals work in some special frequency bands. Therefore, 
investigation on power of signal in frequency domain can reveal lots of information. The simplest method 
to investigate the power a signal is through power spectrum of a signal which is equal to Fourier transform 
of the signal in power of two or in other hand, the Fourier transform of autocorrelation of the signal. The 
Fourier transform maps a signal from time domain into frequency domain. In fact, the Fourier transform 
measures the correlation between the signal and the sinusoid signals with different wavelength 
(frequencies). Thus, an overview can be obtained by tracking the quantity of correlation in each 
frequency. The higher correlation means the more activation on the frequency.  
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Let  denotes the discrete Fourier transform (DFT) whereby  is a transform of the 
windowed EEG signal  from the time domain to the frequency domain of the ith channel of the EEG 
data. Let  denotes the fth sample of  given by: 

 

 (1) 

  

Where , and  J  is the imaginary unit. 

Let  denotes the PSD of  whereby  is the DFT of the autocorrelation function
. Let  denotes the cross power spectral density (CPSD) of  and  whereby  is 
the DFT of the cross correlation function .  The PSD and the CPSD functions are given by 

 (2) 

 

 (3) 

After computing the PSD value  for all the EEG channels, the feature vector  is given by 

 where the number of extracted features is . The nf is the number of 
frequency bands (36/frequency resolution) which is equal to 7 and 36 for low and high frequency 
resolution, respectively. According to the number of channels which is equal to 8, the number of extracted 
features is equal to 56 and 288. 

  
Lateral Index based on Power Spectral Density 
Although, the left and right lobes of brain have similar parts which are functionally related but the 
activation of the same parts in the two lobes are not analogous. Therefore, if the activation of one region 
on the cortex has nothing to tell us, maybe the relation of the two symmetric regions can reveal a 
significant answer about the differences between the stressful and control groups. A number of 
researches have reported the benefit of this features for mental state categorization [10,11]. The lateral 
signals which have been used in this study are calculated as below: 

 
(4) 

 
Which the S is the PSD of signals and stand for the PSD of the signal from left and right side of 
brain, respectively. The left and right lobes relationships were calculated at frontal, central, temporal and 
parietal regions. In fact, the laterality index of EEG signals monitors the differences between brain 
activities at the left and right regions. 
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By computing the Lateral index  for all the EEG lateral channels, the feature vector  is given by 

 where the number of extracted features is . In the formula the nm 

is considered as due to lateral view to the channels. Considering nf equal to 7 and 36 for low 
and high resolution of frequency decomposition, 28 and 144 features are extracted, respectively.  

Functional Connectivity 
In general, brain connectivity is referred to three types of connections between distinct units within a 
nervous system: structural (anatomically), functional and effective connections [37,38]. Anatomic 
connection stands for the connection of each neuron of nervous system or structural network of the 
cerebral cortex [39]. The other two types of connections stand for coincident firing of two regions. 
Functional connectivity is defined as the temporal correlations between spatially remote 
neurophysiological events [40]. Point to point functional connectivity is defined in terms of observed 
correlations or covariance without considering the anatomical connectivity. In this study, the MSCE [41] 
and MI [40] are used as functional connectivity methods and the extracted features are compared with 
the other methods. 
 
Correlation Coefficient 

Correlation between two signals shows how dependent they are to each other. One of the widely used 
method to calculate the level of dependency is Pearson method. This method which is based on statistic 
parameters like covariance and standard deviation, is defined as follow: 

 (5) 

Where the cov and  stand for covariance and standard deviation. The Pearson’s method is good in 
finding linear correlation between two variables. The output value, , can be any real number in the 
range of -1 to 1 which 1 and -1 mean the highest zero phase and 180 degree dependency, respectively.  

The extracted feature vector from CC,  is given by  where the number of 

extracted features is . The is equal to due to the nature of functional 
connection which is bilateral. For instance the correlation of C3-T7 is not different with T7-C3 correlation. 
Thus, 28 correlation coefficients are obtained. The CC feature extraction method works on time domain 
of signal, therefore the , number of frequency windows, is considered equal to one.  
 

Canonical Correlation Analysis 

Consider and of random variables with covariance matrix as
. The canonical correlation finds  linear combination of and in a way that produce 

the highest correlation [42]. The concept of CCA is close to principle component analysis (PCA) [43] with 
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the difference of finding similar components in two groups rather one group of data.  

Using CCA, the extracted feature vector is is given by  where
. The , number of components in CCA, is equal to minimum order of X and Y series which 

is Considered to be . The is equal to and as same as CC method the is propounded to be 36 
and 7 due to high and low frequency resolution. Therefore, the number of obtained features is

. Considering equal to 8, the number of obtained features for high and low frequency 
resolution is 1152 and 224, respectively. 
 

Mean Square Coherence Estimate 

The MSCE is a function of frequency that gives a value to indicate how well the ith channel  
corresponds to the jth channel  at each frequency [57]. The MSCE value  where  is estimated 
using the Welch's averaged method. The MSCE value  is a function of , , and  given by: 

 

 (7) 

  
Where  denote the f th samples of   respectively. 

The cross spectral density and the power spectral densities are estimated using equations (2) and (3) 
respectively. A Hamming window of size 256 with overlap of 12.5% ( =32) were considered for all the 
considered time resolutions (window size) except for 1 second window which Hamming window with size 
of 128 samples and overlap of 12.5% ( =16) was used. 

The extracted feature vector from MSCE,  is given by  where the number 
of extracted features is . By two decomposition methods, low and high resolution in 
frequency domain, 196 and 1008 features are obtained, respectively. 

Mutual Imformation 

Mutual dependency of one signal to another can be measured by MI. Unlike the correlation coefficient 
or coherency, the MI is not limited to real-valued variable and can be implemented on variety of variable 
types. The basic idea behind the MI is determining the similarity of joint probability distribution function 
(PDF) of two signals and the product of their marginal PDFs. The MI method is defined as below: 
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 (8) 

Where ,  and  are the joint PDF of x and y and marginal PDF of x and y, respectively. 
Dependency can be interpreted as influence of one signal over another, thus, there should not be any 
mutual information between two independent signals. This can be obtained from equation (8). Let the 
extracted feature vector from MI be  which . Number of extracted features 
is  where and  is depend on the way of frequency windowing which can be 
either 36 or 7. In summary, 1008 and 196 features are calculated for high and low frequency 
decomposition.  

Effective connectivity  

Effective connectivity is defined as the influence of one neuronal system exerts over another either on 
synaptic or cortical level [56]. Effective connectivity method estimates the level and direction of 
information flow from signal x to signal y. In this study three effective connectivity methods, GC, SPI and 
DTF are implemented. A brief introduction to these methods is mentioned in this section.  
 
Granger Causality 
Granger causality is a statistical test to investigate if one signal can be useful to forecast the other one. 
The GC is based on linear autoregressive (AR) models. Consider a bivariate linear AR model of two 
variables and as follow: 

 (9) 

 
 

The equation can be rewritten as  

 (10) 
 
Where the , and . In this case by taking Fourier transform and inverting 
the matrix, equation 10 is driven.  

 (11) 
Where the H matrix is known as transfer matrix. Using the transfer matrix the spectral matrix, S, can be 
defined as: 
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Where <.> denotes expectation value and the asterisk signifies matrix transposition 
complex conjugation, Σ is the covariance matrix of the residuals E(t), and H is the transfer matrix. The 
spectral G-causality from j to i is then 
 

 (13) 

Where the ‘I’ stands for the flow of information form point j to point i. The obtained feature vector form 
GC is like  which . Number of extracted features is  where 

 due to information flow difference from node j to i and i to j. Number of windows in frequency 
domain, , is equal to 36 and 7 according to resolution of decomposition. Thus, number of all obtained 
features is equal to 2304 and 448 for high and low resolutions, respectively.  
 
Directed Transfer function  
 
Directed transfer function is an effective connectivity method which is based one Granger causality [44]. 
This method considers all the channels into account simultaneously and makes a profit of transfer matrix, 
H, that is calculated in GC.  

Consider multivariate Autoregressive (MVAR) of order for multi-channel EEG signal. Using equations 
(9-11), the transfer matrix, H, can be calculated. By definition of DTF, the casual influence from channel 

to channel for a specific frequency interval is defined as equation (14). 
 

 (14) 
Where  is the  row and column element of the transfer matrix. The normalized DTF is given 
as equation (15). 
 

 (15) 

Let consider to be the obtained feature vector form DTF is like which . 
Number of extracted features is  where  and due to methods of frequency 
decomposition. Overall, 2304 and 448 features are extracted for two frequency resolution.   
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Phase-Slope Index 
 
Most of effective connection estimator like Granger causality are depend on the asymmetry of two 
channels. The asymmetry between two channels can happen not just because of the information flow 
but also for several factors such as independent background activity. To solve the problem of independent 
background activity which may cause asymmetry between the nodes, PSI method is proposed.  
Consider two measures signals, yi(t) for i=1,2 consist of two independent sources xi(t) for i=1,2.  

 (16) 
Where  is a set of independent noise sources which are added into the measurement channels by  
an unknown matrix . PSI is based on the slope of cross-spectra phase of two signals and . The 
cross spectra between two signals is as follow: 
 

 (17) 
Where denotes expectation value and the asterisk signifies matrix transposition and 
complex conjugation. Considering the cross spectra concept, the PSI is defined as  

 (18) 

Where is complex coherency and it is defined as , is the frequency 
resolution, F is the frequency interval which slope is summed, IM is imaginary operator and S is cross 
spectra. Finally, normalized output is always better to deal with. Thus, the last step is to make the output 
of SPI normalized. 

 (20) 

With std being estimated by the jackknife method. Consider the obtained feature vector form PSI be like 
which . Number of extracted features is  where . 

Number of windows in frequency domain is equal to 36 and 7 for high and low resolution of 
decomposition which leads to 2304 and 448 features, respectively.  
 
Feature selection 
 
Combination of signal decomposition techniques and feature selection methods leads to hundreds of 
features. Although each feature contains neuropsychological data in time and frequency domain but the 
most informative features should be selected as the best features. The most informative feature is 
defined as the one which can discriminate the EEG data of the two groups with highest accuracy. For this 
purpose, a parameter should be defined to assess the obtained feature and demonstrate the level of 
efficiency. Therefore, a procedure based on two-sample t-test is used. T-test is a statistical examination 
of two population means. A two-sample t-test examines whether the means of two sets of samples are 
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different [45]. The two-sample t-test between target and control groups is performed for each feature 
separately. The significance level of each feature is then presented by p-value which less p-value means 
more significance difference between the two groups. Subsequently, all of features with P-value less than 
0.01 are selected and also sorted form least to most P-values. Then, a simple forward feature selection 
method is used to find the best subset of features with highest classification accuracy. After all, the 
selected features are validated by one-leave-out method as it is mentioned in the next section.  
 

 
Classification Methods 
 
By selecting the best features, now, it is the time to find out how accurate these features could separate 
stressful group from the stress-free group. One of the well-known, fast and simple classifiers that have 
been used in a large number of signal and image applications is Bayesian classifier. This classifier is 
particularly used when the dimensionality of the inputs is large [46]. The classifier will model the 
distribution of each class, and then based on each model, will predict the probability of belonging a data 
to the classes. Hence, it tries to minimize the misclassification rate as much as possible by adjusting the 
model of distribution of classes [61]. K-nearest neighbor (KNN) is another well-established and simple 
classifier method. The algorithm is based on K closest training examples in the feature space and works 
well when there is a little or no previous information about the distribution of data [46,47]. In this study 
the K is considered to be one. The other classification algorithm used in this study is support vector 
machine (SVM). A SVM classifies the data by finding the best hyperplane that separates all data points of 
one class from those of the other class. The best hyperplane for an SVM means the one with the largest 
margin between the two classes. In this study, a linear SVM has been used to avoid the setting of 
parameters in SVM with kernels such as sigma in radial basis function (RBF). The classifiers parameters 
were tuned so that lead to the highest accuracy rate. An overview of the whole procedure is presented 
in Figure 4. 
  

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. The overview of the classification paradigm 
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Results 

The goal of this study is to identify subjects' stress level using their EEG data. Hence, the subjects' stress 
level is measured by PSS-14 questionnaire and their EEG data were collected in various mental states 
including the rest and four emotional states.  Subjects were labeled to two classes of stressful and stress-
free based on their answers to PSS-14. Each subject was exposed to four emotional stimuli and the 
induced emotional states (arousal and valance levels) were measured by SAM questionnaire. The 
emotional states were categorized by considering boundary for valance and arousal levels. Four classes 
of emotions including two valence states (positive and negative) and two arousal states (calm and excited) 
were identified. The numbers of subjects identified in each emotional states are presented in Tabel 1. 
The investigation in different arousal level was eliminated from consideration due to the unbiased and 
small number of subjects in each group. 
 
 
 

Table 1. Number of valid subjects for each emotional states 
                Emotional 
state 
Group 

Arousal < 4 Arousal > 6 Valence <4 Valence >6 

Stressful 
(PSS-14  ≥  28) 

5 10 13 13 

Stress-free 
(PSS-14  ≤  21) 

15 8 12 16 

Thus, determination of stress level is limited to high and low valence categories which in this paper is 
referred as negative and positive emotion states. Beside positive and negative emotional states, the eyes 
open resting state is also investigated. Three supervised classification methods including SVM, KNN and 
NB are used to classify each subjects into stressful or stress-free classes. Tables 2 to 5 present the results 
of validated classification accuracy by considering the fact that features with P-value less than 0.01 are 
taken to account. Hachure in few boxes in these tables is representative for not finding any features with 
P-value less than 0.01. Tables 2 and table 3 present the classification accuracy for identification of stress 
level during positive (Pos) and negative (Neg) emotional states. Results of all feature extraction methods 
with high resolution decomposition (36 bands each of them with 1Hz bandwidth) are shown in Table2 
and results for low resolution decomposition (7 bands of theta, alpha, beta and gamma) are shown in 
Table3. Subsequently, results of eyes-open resting state are also shown in Tables 4 and 5. The results for 
all extracted features with high resolution of frequency decomposition are presented in Table 4 and with 
low resolution one are shown in Table 5. 
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Table 2: Classification accuracy for high resolution decomposition during positive (Pos) and  
Negative (Neg) emotional states  

Features 

Window 
size  1sec  2sec 8sec 56sec 

       State  
  
Classifier 

Neg Pos Neg Pos Neg Pos Neg Pos 

PSD 
SVM         
KNN         

Bayesian         

LI 
SVM  80.00    77.1429  80.00 
KNN  77.143    82.857  71.429 

Bayesian  77.143    77.143  77.143 

MSCE 
SVM         
KNN         

Bayesian         

CC 
SVM   100 97.142 100 85.714 90 82.857 
KNN   100 97.142 100 97.142 83.333 82.857 

Bayesian   96.666 94.285 100 97.142 80 80 

CCA 
SVM 100 100 100 100 100 94.285 86.666 97.142 
KNN 100 94.285 93.333 97.142 96.666 88.571 80 88.571 

Bayesian 100 94.285 100 97.142 100 94.285 86.666 97.142 

MI 
SVM 0 0 0 0 0 0 0 0 
KNN 0 0 0 0 0 0 0 0 

Bayesian 0 0 0 0 0 0 0 0 

GC 
SVM 100 100 100 100 93.333 97.142 93.333 94.285 
KNN 100 100 100 100 96.666 94.285 83.333 91.428 

Bayesian 100 100 100 97.142 96.666 100 90 94.285 

SPI 
SVM 100 97.142 100 100 90 94.285 76.666 71.428 
KNN 93.333 97.142 100 100 96.666 91.428 80 62.857 

Bayesian 93.333 97.142 100 100 90 91.428 83.333 71.428 

DTF 
SVM 100 100 100 100 100 100 86.666 100 
KNN 100 97.142 100 100 96.666 100 80 94.285 

Bayesian 100 100 100 94.285 100 100 86.666 97.142 
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Table 3: Classification accuracy for low resolution decomposition during positive (Pos) and  
Negative (Neg) emotional states  

Features 

Window 
size  1sec  2sec 8sec 56sec 

       State  
  
Classifier 

Neg Pos Neg Pos Neg Pos Neg Pos 

PSD 
SVM 70.00        
KNN 73.33        

Bayesian 73.33        

LI 
SVM 76.667 74.285 86.667 74.286 83.333 91.429 90.00 71.428 
KNN 70.00 68.571 80.000 68.571 86.667 94.285 83.333 82.857 

Bayesian 70.00 74.286 90.000 74.286 86.667 94.285 86.667 68.571 

MSCE 
SVM      94.285 73.333 74.285 
KNN      91.429 66.667 54.285 

Bayesian      88.571 70.00 74.285 

CC 
SVM 100 100 100 100 80 82.857 73.333 80 
KNN 100 97.142 96.666 94.285 83.333 88.571 66.666 65.714 

Bayesian 100 94.285 100 100 76.666 82.857 76.666 77.142 

CCA 
SVM 100 91.428 100 97.142 93.333 91.428 73.333 82.857 
KNN 93.333 94.285 100 91.428 86.666 88.571 83.333 57.142 

Bayesian 100 97.142 100 94.285 90 91.428 80 80 

MI 
SVM 0 0 0 0 0 0 0 0 
KNN 0 0 0 0 0 0 0 0 

Bayesian 0 0 0 0 0 0 0 0 

GC 
SVM 100 100 100 97.142 100 97.14286 83.333 88.571 
KNN 86.666 94.285 93.333 94.285 93.333 97.142 80 85.714 

Bayesian 100 100 100 100 96.666 94.285 80 94.285 

SPI 
SVM 96.666 100 100 100 86.666 97.142 80 80 
KNN 90 91.428 86.666 97.142 76.666 85.714 73.333 82.857 

Bayesian 83.333 94.285 90 94.285 96.666 94.285 73.333 80 

DTF 
SVM 100 100 100 100 100 100 86.666 82.857 
KNN 96.666 97.142 100 100 100 100 80 88.571 

Bayesian 100 100 93.333 100 96.666 97.142 83.333 88.571 
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Table 4. Classification accuracy based on high resolution decomposition during eyes-open resting state  

Features 
         Window size  
 

Classifier 
1sec  2sec  8sec  56sec 

PSD 
SVM 94.444 100.00 66.666 72.222 
KNN 88.888 88.888 66.666 94.444 

Bayesian 94.444 94.444 77.777 83.333 

 
LI 

SVM 100.00 100.00 77.777  
KNN 100.00 100.00 61.111  

Bayesian 100.00 100.00 77.777  

MSCE 
SVM 100.00 100.00 100.00 77.778 
KNN 100.00 100.00 100.00 72.222 

Bayesian 94.444 94.444 100.00 77.777 

CC 
SVM 88.888 94.444 100  
KNN 100 100 100  

Bayesian 100 100 100  

CCA 
SVM 100 100 100 100 
KNN 100 100 100 83.333 

Bayesian 100 100 100 94.444 

MI 
SVM 0 0 0 0 
KNN 0 0 0 0 

Bayesian 0 0 0 0 

GC 
SVM 100 100 100 88.888 
KNN 100 100 100 94.444 

Bayesian 100 100 94.444 94.444 

SPI 
SVM 100 100 100 83.333 
KNN 100 88.888 88.888 83.333 

Bayesian 100 100 100 94.444 

DTF 
SVM 100 100 100 88.888 
KNN 100 100 100 88.888 

Bayesian 94.444 100 100 88.888 

 

Table 5. Classification accuracy based on low resolution decomposition during eyes-open resting state  

Features 
         Window size  
 

Classifier 
1sec  2sec  8sec  56sec 

PSD 
SVM 83.333 83.333  72.222 
KNN 72.222 72.222  55.555 

Bayesian 83.333 83.333  72.222 

 
LI 

SVM 100.00 100.00 100.00  
KNN 100.00 100.00 100.00  

Bayesian 94.444 94.444 88.888  

MSCE 
SVM 100.00 100.00 100.00 83.333 
KNN 100.00 94.444 100.00 55.555 

Bayesian 100.00 100.00 88.888 77.777 
CC SVM 100 100 88.8889  
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KNN 100 100 88.8889  

Bayesian 100 88.888 88.8889  

CCA 
SVM 100 100 94.444 77.777 
KNN 94.444 100 94.444 72.222 

Bayesian 100 100 94.444 77.777 

MI 
SVM 0 0 0 0 
KNN 0 0 0 0 

Bayesian 0 0 0 0 

GC 
SVM 100 100 100 88.888 
KNN 94.444 100 100 83.333 

Bayesian 100 88.888 100 83.333 

SPI 
SVM 100 100 100 94.444 
KNN 88.8889 94.444 100 88.888 

Bayesian 94.444 100 100 83.333 

DTF 
SVM 100 100 100 83.333 
KNN 100 100 100 94.444 

Bayesian 88.888 100 100 83.333 
 
According to the tables 2 to 5, it is hard to select the best feature extraction method, best classification 
procedure and also the best resolution for time-wise and frequency-wise decomposition. Still, responding 
to the main question is challengeable that if emotional states and also resting state can be good 
modalities to predict the level of stress. Although, these questions cannot be responded flawlessly but 
some statistical analysis are done to clarify the results. For instance, the mean and standard deviation of 
classification accuracy for emotional states and resting state is presented in figure 5. Three states 
(Negative and positive emotion and resting state) are divided by two categories of high and low resolution 
frequency decomposition. According to figure 5, the eyes open resting state is a good modality to find 
stress level and between the emotional states, the positive emotions can be a better modality than 
negative ones. Form the fact that positive emotions can be a better modality, it can be interpreted that 
long term mental stress can influence positive emotions more than negative ones.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. Mean and standard deviation of classification accuracy for different states. 
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In figure 5 the ‘Neg’, ‘Pos’ and ‘EO’ are stand for negative and positive emotions and eyes open states, 
respectively. The ‘High’ and ‘Low’ terms represent high and low resolution of frequency decomposition. 
Figure 6 assesses the effect of different time domain decomposition approaches on EEG signal. Same as 
previous figure, height of each bar refers to mean of accuracy and the red error line on top of each bar 
shows the standard deviation of the category. As it can be observed, using whole time interval of signal 
to develop the BCI can lead to lower efficiency of the BCI. Windowing of signal by 8 second intervals can 
provide us the highest accuracy but it should be noticed that the variance of this category is much higher 
than 2-second one.  
 

 
Figure 6. The mean of classification accuracy for different time windowing approaches. 

To find out which classifier performs better than the other two, the performance of the three classifiers 
are investigated. Figure 7 shows the mean value and standard deviation of classification accuracy for each 
classifier.  
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Figure 7. The performance of classifiers. 

According to figure 7, the SVM classifier shows superiority to other classification methods used in this 
study. Although, the SVM shows higher classification rate but the running time of SVM is about 5 times 
longer than Bayesian and KNN. Thus, in online tasks, the Bayesian can be better choice in expense of 
decreasing in classification rate. The efficiency of feature extraction methods is another critical issue in 
the BCI design and brain signal processing. Presenting the performance of feature extraction methods, 
figure 8 shows the performance of implemented methods. As it can be inferred form figure 8, the basic 
methods based on power spectrum of signals cannot be a proper choice to classify the EEG data. 
Obviously, the functional and effective connection methods show superiority to PSD-based methods and 
between all of proposed methods, the DTF has the best accuracy and shows the highest performance.  

 
Figure 8. The performance of each feature extraction method.  



Brain functional connectivity...     37 
Table. The most effective connections by each methods. 

Modalit
y 

Negative Emotion 
Feature/ Frequency band/ Time 

Positive Emotion 
Feature / Frequency band / Time 

Eyes open resting state 
Feature / Frequency band / Time 

PSD  ---  

LI    

MSCE    

CC   Not a particular  
feature has found 

GC    

PSI    

DTF    

 
Centro-temporal: benign Rolandic Epilepsy (Several references are available) GC modality shows C-T 
connections. 

Parieto-Temporal: WE have found it before and the same relation has found in schizophrenia and autism 
spectrum disorder (several references are mentioned in the red paragraph) 
This novel tip (MSCE feature for long-term stress identification) can be used for intervention purpose 
such as in a neurofeedback using the most significant patterns. Since MSCE features extracted in trials 
with length of 56 seconds  show the highest classification accuracy using SVM classifier, therefore, the 
most informative features of the this scenario could be selected as a therapy marker. Table 6 presents 
the most significant connections that are changed due to long-term mental stress. 

The most significant feature which produces high level of discrimination between stressful and stress-
free subjects is the functional connection between left parietal (P3) and right Temporal (T8) regions in 
gamma band (P_value=2.69×10-4). In average, the synchronization between the above mentioned regions 
is decreased about 55 percent in stressful subjects. The alteration of cortical synchrony between temporal 
and parietal regions has been reported in some mental disorders such as autism (ref) and schizophrenia 
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[48]. For instance, it has been shown that resting state functional connection decrease between parietal 
and temporal regions and between the temporal cortices bilaterally in schizophrenic patients [48]. The 
attenuation of short-range connectivity within bilateral temporal and left parietal regions has also been 
reported in adults with autism spectrum disorder (ASD) [49]. It is interesting to know that adults with ASD 
show significantly higher subjective stress and poorer ability to cope with stress in everyday life, as 
compared to healthy controls [50] .  Any conclusion can be made but what if we consider the long-term 
stress as a facilitating factor for mental disorders which influence the functional connection (FC) between 
temporal and parietal regions. Therefore, this facts highlight the importance of this FC which needs to be 
more taken care. 
It should be noted that long-term stress does not only influence temporal-parietal connection but this 
alteration happens together with other changes such as variation of FC at beta band between left central 
and left temporal connection (C3 and T7). The high level of identification of stress level has been achieved 
using all of these features.  
There are some suggestions for future works in this area. First of all, each scientific research will bring 
more reliable results by having more subjects. In this research, we only could recruit 26 young adults 
which can be improved in a more general study. Not only the number but age and gender of subjects are 
also very important. Therefore, a study on a group of subjects with a wider range of age and investigation 
of effect of gender on the results is suggested for future studies. In addition, using an EEG recorder with 
a better spatial resolution (64 or 128 channels) could uncover more details. 
 
Conclusion 
In this article, effect of long-term mental stress on brain functioning is investigated using EEG signal. The 
study is conducted using various mental states including the rest (eyes-open) and two emotional states 
(positive and negative valance). An EEG based BCI is then proposed to discriminate the stressful subjects 
from stress-free ones. Effectiveness of various feature extraction methods such as PSD, LI, MSCE, CC, CCA, 
MI, GC, DTF and SPI is evaluated in different time and frequency resolutions. The extracted features from 
each time and frequency resolution are utilized for classification purpose. Three classification algorithms 
namely KNN, NB and SVM were applied and the results were validated by one-leave out method. The 
obtained results showed the superiority of functional connectivity method (MSCE) to others. 
Consequently, use of the most significant discriminating features, working on enhancement of FC 
between temporal and parietal region was suggested as potential way to cope with long-term mental 
stress. 
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